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0 Notation

We will consider equations on a space-time domain, with coordinates (z,t) € R™ x R. For a given point

(zo,t0) € R™ x R, we denote the negative light-cone emanating from the point (z,to) by
C(mo,to) = {(m,t): t S t(), |$ — .1‘0| S to — t}

and we denote by M(xg,tg) = OC(xo,to) the mantle (boundary) of the negative light-cone. We denote

truncated cones/mantles by
C!(xg,t0) = C(z0,t0) N {R™ x [s,1]}
M (zo, to) = M(zo, to) N {R™ x [s, ]}
and we denote the cross sections of the cone by
D (34,t0)(5) = C(wo,t0) N {R"™ x {s}}.
For the forward light cone we use the notation
T(xg,t0) = {(x,t): t > to, |z — o] <t —to}.

Whenever the given point is the origin, we omit the label, writing C(0,0) = C etc. We denote by do
the volume measure on the unit sphere; by do, the volume measure on the sphere of radius r; and by
dw = v/2do,dt the volume measure on the mantle M (zo,t0). Throughout the report, for a function of
space-time w: R™ x R — R we make the abuse of notation w(t) := w(+,t) whenever the space dependence is

implicit.

1 The linear wave equation

The main source for the linear theory of this section was the book of Shatah and Struwe [12]. Indeed, the
entire section, with the exception of the energy estimates, is directly following chapter 4 of this book, and

all proofs are taken from there.

1.1 Representation formulas

The Cauchy problem for the linear wave equation is concerned with finding, and quantifying, a solution

u: R™ x [0,00) = R to

D’U,:f:f(.’lﬁ,t),
u(0) = up; Opu(0) = uy,



where [0 = 02 — A, is the d’Alembert operator, for a given ug, u;. A general solution to (1) may be

constructed via the fundamental solution R = R(z,t), which solves

R =0,
R(0) = 0; 8R(0) = d,

(2)

in the distributional sense. Applying the Fourier transform to (2) with respect to the space coordinate gives
(0 R(E, 1) + [EPR(E. 1) =0,
R(£,0)=0; %R(E,0) =1,
and solving this ODE in ¢ gives 7%(5, t) = % Thus the fundamental solution is given by

where F~! is the inverse spacial Fourier transform. For each t, there is a spherical symmetry of R(t) arising

R(t) = F* ( (3)

from the rotational invariance of A.

Using the fundamental solution, we can check that a solution u to the homogeneous system

Ou =0,

; (4)
u(0) = uo; Opu(0) = uy

is given by
u(t) = R(t) x ug + OR(t) * uo, (5)

where * denotes convolution. Then by the Duhamel principle, the general solution to (1) is given by

w(t) = uft) — /0 R(t— 1) % f(r)dr (6)

This method gives a solution to (1) in the distributional sense even for rough data, as we may view ug, u1, f
as tempered distributions. Mostly though, we will consider smooth initial data in which case u will be a

solution in the classical sense. For the nonlinear equations later on, it will be helpful to write (6) as
w=u+ L£(0O(w)), (7)

which holds for any tempered distribution u, where £ is the Duhamel operator defined by

(Lw)(t) = /O Rt — 7) % w(r)dr. (8)

When n = 1, we have R(z,t) = F! (Sml(#) () = 314 4(z), and from (5) we recover d’Alembert’s

formula

x+t 1
[ wtdy+ e )+ uola ~ 0), )



Then by the Duhamel principle,

u(z,t) = // :S:) T)dydr. (10)

For higher dimensions it is more work to compute the fundamental solution. This is usually presented, for
n odd, by the method of spherical means, where the rotational invariance of A is used to reduce to an ODE.
For n even, the solution is then obtained by the method of descent. We give the derivations here for the

casesn = 3 and n = 2.

For a given point xo € R3, define a spherically averaged function

w00 = g [ wln s o doty). (1)

Expresing A in spherical polar coordinates, (4) becomes
2

Uy — Uy — ;@r - ASZQ =0,

where Ag2 is the Laplace—Beltrami operator on the sphere. Taking spherical averages then gives, by Stokes’

theorem,
- - 2
Upp — Uy — ;QT =0.
Making the substitution v(r,t) = ra(r,t), this becomes the 1-dimensional wave equation vy — =0, and

so by (9) we have

DO =

r+t
v(r,t) = (/_t sal(s)ds) + %((r +t)ao(r +t) + (r — t)to(r —t)).

To obtain u, note that u(zg,t) = 4(0,t) = ('9T|T=0v(r7 t) and so

((r+t)ar(r+t) = (r —t)as (r —t) + o(r +t) + Go(r — t)

DO =

Q(aj(), t) =

+ (r+ )0, to(r +t) + (r — t)0ruo(r — t)) ) )
r= 12

~~

= tiiy (t) + o ()t (Ortio) (1)

=g )l st + [ (a4 t) + (T ) + ) )

where we noted that @o(r) = to(—7), @1(r) = @1(—r) and hence (0,1o)(r) = —(0rtg)(—r)). Here n denotes
the outward unit normal. Making the change of variables z = x + ty, we then rewrite the solution as
u(x,t) = L/ urdoy + —— 1 / (ug + t(Vug - n))doy. (13)
47t OB, () 472 9B, (x)

We thus see that the fundamental solution for n = 3 is

R(t,x) = ot —|z|), (14)

1
4rt



where 6(t — |z|) is the distribution which acts by integration over the mantle of the forward lightcone,

I' = (x,t): t = |z|. The Duhamel principle then gives the solution as

1
uet) =ule )+ = [ (o), 15
AV21 J M (o.t) (15)
and reparametrising gives the solution as
1
u(z,t) = u(z,t) + 4—/ 7 fla+y,t—[yl)dy. (16)
n By (x)

Now, for the case n = 2, given any solution u of (4), we arrive at a solution 4 in dimension n = 3 by defining
a(zt, 22,23, t) = u(xt, 2%,t). From (13) we then have

1 1

1) = /8 o )+ /8 o B002) 5 (T ) (),

where 4o (2!, 22, 23) = uo(zt, 2?), 01 (2t 2%, 23) = ui (2!, 2?). Since everything here is independent of the

x3-coordinate, for the sphere in z = (21, 2%, 2®) space, we parametrise both hemispheres {z3 > 0}, {z® < 0},

by the y = (2!, 2%) coordinates. Then doy(z) = \/ﬁdy and we arrive at
e
u(z,t) = 3/ u1(y) dy+ 2 uo + t(Vuo - n)(y) (17)
S @ VB ey At e oy

The fundamental solution when n = 2 is thus

1 1
R(t,x) =

o \/m]lBt(w)' (18)

We refer to [12] for the derivation of the representation formulas in higher dimensions. In odd dimension

n = 2m + 3, the fundamental solution is given by

R(t,z) = A, (1@) - (1(5(|x| - t)) , (19)

where A,, =

L(v/2) AT In even dimensions n = 2m + 2, the fundamental solution is given by

27"/2(n—2)(n—4)--
n—2
Rit,z) = A (18) Y N (20)
)= An \ 7 t(x .
" NI

Note the following observations following from the representation formulas given by (6)

Theorem 1.1 (Huygen’s principle). In n = 1 space dimension and in all the even space dimensions, the
solution u at a point (zo,ty) depends only on the values of f over the backward light-cone C{° (%o, o), and
only on the values of the initial data ug,uy over the base of this cone By, (xo).

In odd space dimensions greater than or equal to three, however, the solution u at a point (xg,to) depends
only on the values of f over the mantle of the backward light-cone Méo (0,t0), and only on the values of the
ingtial data ug,uy over the base of this mantle OBy, (xg). Thus in these dimensions, information propagates

along a sharp wavefront.



Corollary 1.2 (Finite speed of propagation). Given initial data ug,u; supported in a ball Br(0), the

homogeneous solution u takes support
supp(u) C {(z,1);|z| < R +1t}.

i.e. information propagates at a finite speed.

1.2 Dispersive and energy estimates

From the representation formulas, we can read off pointwise estimates for solutions to the linear wave
equation. These are referred to as decay or dispersive as they describe the decay of a solution. From

d’Alembert’s formula (9), the first estimate is immediate.

Lemma 1.3 (Dispersive estimate in 1D). When n = 1, solutions u to the homogeneous wave equation (4)

satisfy

1
lw(t) || Loo ) < 3 (lluoll Lo m)y + llullLr my) - (21)

For the case n = 3, we note that at time ¢ = 1 it holds

1 1
lu(z, )] < / jusldo + L / (ol + [ Vo) do
AT /o, (x) 4T JaB, (x)

1 1
< - (lua| + [Vusr|)dy + — (luo] + 2[Vuo| + [V?uo|)dy (22)
47T Bl(z) 471' Bl(x)

gc(/ \Vu1|dy+/ |v2uo|dy>,
R3 R3

where we used the trace embedding W' < L! and the result, by the Holder and Sobolev inequalities, that
for any ¢ € C2°(R3),
3
/ lopldy < / dy / o] dy
By (x) Bi(z) B (z)

() ([, i)
(5 ([, o)

Noting that, for any A > 0, u*(z,t) = u(Az,\t) also solves (4) with u*(z,0) = ug(A\v), dur(z,0) =

2
3

wl=

Aui(Az), and as the homogeoneous Sobolev norms scale as [l(A())yir11gsy = /\_2||<P(')HW1,1(R3) and

oD 21 sy = A~ @)l gsy, We arrive at the following result.

Lemma 1.4 (Dispersive estimate in 3D). When n = 3, solutions u to the homogeneous wave equation (4)

satisfy

C
sl oo esy <~ (Holsm asy + il ) - (24)



For the case n = 2, we estimate the representation formula via the following calculation, using parts to trade

regularity. Let ¢ € C‘X’(Bl(O)), ¢=1for 3 <|y| <1, ¢ =0 near 0, then

/y|<1 V1-= Iyl2 /<|v<1 v1 - Iyl2 /<|y| <1 vl - \yl2

< o— 2Dy + Cllgllz(z.0)) (25)
i<t V1-=TyP? '
-y
= [ oo TP + Clglis,on,
yl<
where we noted that V - (#) = dp in 3 dimensions.
Now, just taking f\y\<1 [Vg(y)|p~ ‘y‘ly dy < flyl<1 |[Vg(y)|dy, we would obtain from (17) and (23)
lu(z, D) < Clluallyir ge) + l[uollyirza ge))- (26)

But, since [|9(A()llyir2.1 g2y = [0()[lyir2.1(re) this is not sharp enough to show any decay of the solution.

V1-ly|?

Instead, we note that ¢ 7] e C/? — B;ér‘:oo, where B denotes the homogeneous Besov space. Since

(BL2o)* = By/* it follows that

V1-yl?
Y dy < _ 27
/y|<1 Va(y)le m dy < Cl[Vyl , SRy S < Cllgll; B2 (R2) (27)
This extra fractional derivative is enough to obtain decay of the solution after rescaling. As ||¢(A(-))]| 52wy =

)\71/2||<P(')HB?/§(R2), applying (17) and (23) we arrive at

Lemma 1.5 (Dispersive estimate in 2D). When n=2, solutions u to the homogeneous wave equation (4)

satisfy

C
ey < 75 (100l + Bl ) - (28)

Similar computations for the higher dimensional formulas give

Lemma 1.6 (Dispersive estimates in higher dimensions). In odd dimensions n = 2m+ 3, solutions u to the
homogeneous wave equation (4) satisfy

C
o (ol g+ Tty ) (29)

lw(t)|| ooy <

and in even dimensions n = 2m + 2

llut, @) Lo~ ) <

U . 30
e (ol g Bl ) (30)

The wave equation also admits L2-bounds, referred to as energy estimates. Assuming compactly supported
initial data ug,u;, by finite speed of propagation it follows that w(t) is compactly supported for all ¢ > 0.
Multiplying through (4) by u, and integrating by parts then gives

/ _i 1/ 2 2 _
20 =5 (3 [ b+ vapa) o (31)



and so it follows

()12 gy + M)l 1 ey = a2 @y + N0l gy - (32)
Going even further, taking the Fourier transform of (4) with respect to the space coordinate, and multiplying
through by [£]?*1, gives
0 = [¢** @, (g, + [€]*D)
d S~ s ~
= = ((ePa,)? + (")),

and thus

0= 4 ( JRGEZSY n(|§s+1@>2d5> (34)

d ~ 2 ~ 112
= 2 (N2 gy + 18 )

by Plancherel’s theorem. We then arrive at
Theorem 1.7 (Energy estimates). A solution u to the homogeneous wave equation (4) satisfies
et 120 gy + 1) s gy = N1y + 00 s g (35)

for any s € R.

Let us draw attention to the following two consequences of the energy estimates.
Corollary 1.8. Finite energy solutions to the linear wave equation are unique.

Corollary 1.9. The Duhamel operator (8), when viewed as a map L: L> ([0, T]; H¥(R™)) — L>°([0, T]; H*(R™)),

is bounded, with

H‘C(w)”LOO([O,T];HS(R")) < T”w”LW([O,T];HS(R"))' (36)

1.3 Strichartz estimates

Let n € C*(R™) such that n = 1 on B1(0) and n = 0 outside B(0). Denote 5(§) = n(§) — n(%) and
(&) = B(27%¢). For k € Z, the ¢y form a partition for the punctured frequency space R™ \ {0}, where

each ¢y, is supported on an annulus

supp(pr) C {€: 2% < [¢] < 2F+2)

We define the Littlewood-Payley projections by

Pp(v) = v @y



-

where ~denotes the inverse spacial Fourier transform, so that Py(v) = 0 - k. The homogeneous Besov norm

is given then by

o]

1
By @) = ( > (28k||Pk(v)||Lq<Rn))r> :

k=—o00

We will see now that the Besov norm lends itself to interpolated decay estimates, called Strichartz estimates.

Firstly, let u solve (4) with ug = 0, so that u(t) = R(t) * u;. Thus

[lu(®)]

1
By, &) = ( > (2Fflaxt) *unim(m))r) | o

k=—o00

where ai(t) = Pr (R(t)) = R(t) * Py

ar(z,t) = (]-'1 (Sirll! | |t> * w) (z)
=7 (B o))
:/ Singfltﬂ (et (38)

. k
_ 2k(n_1)/sm||z||2 tﬁ(r])e“ﬂ%dn

in| - [2%¢
— ghn=1) p-1 <Sm|| . || > (2"2)

= 28071 (R(2%) * B) (2%2),

We then calculate

and

sin [€[|t
¢l

ax(§,t) = “or(§). (39)

.n=1 c
From the dispersive estimates Lemma 1.6 and the embedding B, < W"z 1 we have

IR(25t) * Bl oo zmy < @ )n ———= 1l .. B2F ) (40)

and so (38) and (39) give
(Bl ar) < 2, (a1)
lax ()| o zny < 27F, (42)

which then implies

llak(t) * ur|Le < llag(t)| = [lua]lLr < | 1, (43)

law(t) * willzz = aw(t) - dallzz < 27" flu e (44)



In other words, we have an operator bounded between two distinct pairs

a(t)* (): L'(R") = L®(R")  with [lax(t) * ()] 2oz < ti 27, (45)

2
ar(t)« (): LA(RY) = L2(R™)  with [ar(t) * () p2ze < 275, (46)
Applying the Riesz-Thorin interpolation theorem then gives that we have a bounded operator
ag(t) = (-): LP — L9

for all § € (0, 1), where

1 1 1

(19 - 21p. 2 =1-2

]

1 1 1 0

2 (1-0) —+0.=- =2

. ( ) <0 5=3

which satisfies
C n—1 1_0 O k n—1 n+1
Joue) ¢ s < (g 0F) 2 = ol (47)

T 1A= (F57)

We apply this to interpolate between Besov norms

1
||Q(t)HBgﬂ,(Rn) = < Z (2Sk||ak(t) *uoHLq(Rn))T>

k=—o00
> s C n—1_n+l AN
< < Z (2 k <(12)(n_1)2k( 2 q )u0|Lp(Rn))> )
k=—o00 t a 2 (48)
¢ - g4 n=1l_ntl r\ "
= m ( Z (Qk( += q )HUOHLp(Rn)> >
13 4 2 k=—oc0
C
= qno 1ol e
q
n—1 n+1
where s' = s + (%5~ — %)

Next, let u solve (4) with w3 = 0, so that u(t) = O;R(t) * up, where O,R(t) = OF ! (%) =

F 1 (cos(|€[t)). Let by(t) = Pu(0;R(t)) = 0;R(t) * ¢r be the Littlewood-Payley projections, so that

lu(t)l1 5, = < S (@bl + uOqu)T) By (49)

k=—o0

This time,

b (w,t) = (F~* (cos(| - [t)) * ¢r) (x)
=275 F 1 (cos(| - [2°0)8(-)) (2" ) (50)
=2"% (9;R(2") * 3) (2" )

10



and by the decay estimate [|9,R(2¥t) * f||z~ < —S=|15]| . ni1, We have

= n—1
2

(2%1) By i

C i(ntl
(168 (£) * wol| oo < [[b& (8) [ o< [luoll Ly < pe= 215 [lug | 11,

’ (51)
15 () * ol Lo < [|bk ()| Lo [[uol| L2 < [luol| L2

Applying Riesz-Thorin then gives

n—1

C pnsny) C
10 Oz < (2807 = S e (52

when % + % =1, and we deduce

C
lu@®)l s | @y < mH%HB;g(Rn), (53)

Wheres”:s—l—%ﬂ—”T“:s’—l—l.

Summarizing this, we have proved the following.

Lemma 1.10 (p-q estimate). Solutions to the homogeneous wave equation (4) satisfy
)l < ¢ :
[l )||Bg,T(Rn) > m (||“1||B;jr(w) + HU0||B;jT+1(Rn)> ) (54)

1,1 __ - n-1_ n+tl
wherep—l—q-l,ands-s—k 5 rat
Note that we did not interpolate with the energy estimates to obtain this result, we only used the decay
of the solution. The underlying trick was the change of variables in step (38), where the high frequencies
of the fundamental solution are estimated by the frequency || ~ 1 at a later time, and low frequencies are

estimated by the frequency |£| ~ 1 at an earlier time.

As presented in [12], it is easier to deduce estimates for the function

w0 (%)

as we will see in the proof of the next lemma, taking advantage of the composition rule e?élt.¢iléls = gilél(t+s)

We note that since

sin(lél) _ 1o
&~ =3 (u(t) —u(—t)) :
cos(|€|t) = ‘%' (L?(t) +u(ft)) ,
it follows
R(t) 1 = 3 (U(D) ~U(~1) < un,

11



and so in fact estimates on U(¢) * (-) give estimates on the homogeneous solution u. Conversely, since U(t) * g
is a solution to the homogeneous equation with initial data ug = (—A)_l/ ’g, u; = ig, it follows that all
estimates so far hold also for U(t) * (-).

As an application of the above, the final estimate is an elegant L?-bound which is global in space and time.

Theorem 1.11 (Scattering estimate). Solutions to the homogeneous wave equation (4) satisfy

gy < Clluoll 3 g + 1l ) (57)
where ¢ = 22—;
Proof. Let (-,-) denote the duality pairing given by integration, and let n € C3°(R"*!). Then
el _
eyl = | [ % g(f)n(@t)dfdt\
lA e il€lt
= | [t [ e paras (58)

<1903 o
L2(Rn)

71\ \t
\/ Tk
The second term may be estimated as follows.

H/ e ]| . // e ></|Z|"t<ft>dt)£
-/ <Z|-|S’“ RO (59)
— [[ Wt~ ) n(s).nie) dsa
< [Inollr [ 14t~ 5) xn)lodsat

Next, we note that BO — L% whenever ¢ > r and LP — B0 . whenever p < r. Thus from Lemma 1.10,

whenever %’1—"—“ =0, ie. q—2n+1 < 2, we have
C C
Ut = s) xn(s)llLe < NUE=s)*n(s)llgo < ——=In(S)llgo, < ———=IIn(s)lLr,
EETIE = b = (4 o)
so defining
)= Iy and L0 = [ L a

for L = Z—j& < 1, this gives, by the Hardy—LittleWOOd—Sobolev inequality, see page 23 of [13],

H/ |_Z|;77 | - /f /%dsdt
=/f(t)Ia(f)(t)dt )

<N flle @y o)l acr)
< | fllze@yl fll Lo s

12



where £+ =1 — (% - %) Amazingly, for our case 1 = Z—ﬁ = %, this gives ¢’ = p and so from (58) we arrive

at

[UC) 5 9. | < Cllunll -y gy Il o

Hence it follows

64 gy < Clglly g g

which implies, moreover,
I(=2)7@U() * g)llLansry = [UC) * (=) gl| Lagnr) < Cllgll 3

which by (56) gives the desired result. O

Theorem (1.11) was proved first by Strichartz in [14]. More general scattering estimates are given by Keel
and Tao in [7], by interpolation with the energy estimates. In particular, one result of Keel and Tao is as

follows.

Theorem 1.12. For all g, > 2, where (¢q,1) # (2,00) when n =3 and where

2 V1,1 _1
n—-1)q r 2

solutions to the homogeneous wave equation (4) satisfy

el Lo o,y @ny) < C (lurll -1 ey + lluoll L2 @) (61)

2 Nonlinear wave equations

For this section, the book by Evans [2] was helpful in writing the fixed point arguments. Moreover, the proof
of global existence in the sub-critical energy case was taken from Evans. Other sources are referenced as

they appear.

2.1 Local existence

Turning to the non-linear Cauchy problem, we will consider the semi-linear case, where the nonlinearity

depends on u but not on its derivatives.

Ou = f=f(t,u),
(62)
u(0) = ugp; u(0) = uy.
Definition 2.1. o If u: R™ x [0,00) — R solves (62), in the classical or weak sense, we say that v is a

global solution. We talk of the existence of a global solution as existence for all-time.

13



o If u: R" x [0,7) — R solves (62) for some T > 0, in the classical or weak sense, we say that u is a local

solution. We talk of the existence of a local solution as short-time existence (up to time T').

e For the case that a Cauchy problem is known to admit unique local solutions, but no global solution,

we refer to as blow-up of solution. In this case, the time

T* = sup{T > 0: a local solution exists up to time 7'} (63)

is referred to as the blow-up time.

The existence of local solutions may be established using the energy estimates. Let the notation

[o(®)]

2@y = [V i@y + 10e @) 31 @y (64)
be introduced for an energy norm.

Theorem 2.2 (Short time existence). If the nonlinearity f: R x R — R satisfies f € C*, where k > n/2,
and f(0,0) = 0, then given initial data ug € H*(R™), uy € H*™! for s > n/2, then the Cauchy problem (62)

admits a unique local solution, in the weak sense, with w € L>([0,T]; E*(R™)).

Proof. For a given v € L*°([0,T]; L*>(R")), let u = ¥[v] denote the unique, weak solution to the linear system

Ou = f(t,v),
u(0) = up; Opu(0) = uy,

so as in (7) we have

Vo] = u+ L(f(t,0)).

Let Eo = [|uol| s ®n) + ||u1|lgs—1(rn) be an initial energy and define

B =B(I)={ve L=(0.TH L*®): swp [o(t) — uo

Bs(rn) < 2Ep + 1}, (65)

which is a bounded subset of the Banch space L*°([0,7]; L>(R"™)), consisting of points bounded by the
stronger norm of L>°([0,T); E*(R™)).

Since f is C*, it follows that f is locally Lipschitz, and as H® < C° for s > 7/2 by Sobolev embedding, it
follows that there exists a Ky such that for any v,v € B,

[f(t,v) = f(t,0)] < Kolv—0]. (66)

Moreover, it follows from the Sobolev embedding, since f € C* for k > /2 and since f£(0,0) = 0, that there

is a continuous and non-decreasing function Q: [0, 00) — [0, c0) such that

£ (&, v) [ Lo (0,772 )y < QUIv Lo (0,778 ®"))) (67)

14



see [2], theorem 2, pg.666.

We claim that for T > 0 sufficiently small \I/| gt B — B is well defined and a contraction mapping. Indeed,
by (35), (36) and (67), we see that for v € B

1@ [v] — uol| Lo (jo,77:E5 ®n)) < llu — wol|Loo (jo, 17585 (R )) + 1L (L, 0)) | Lo (j0,77; B2 (R7))
< llullz o1y me @) + ol e @ey + TNF(E )|z qorype@ey  (68)
< 2B + TQ([[v][ Lo (0,775 &7))) < 2Ep + 1,

provided it is chosen T' < Q(2Ey + 1), and so \I/|B: B — B is well defined.
Furthermore, for v,o € B, by (36) and (66)

[ W[v] = W[o]|| oo (j0,77:L2®n)) = [IL(f () — f(& D)l Loo (0,77;2 (7))
< T f(tv) = f(t )| poe(po,71:22 n) (69)
. 1 .
S TKollv — 9| o 0,13;22 () < §||U — 0| Lo ([0, 1);22 (R))>»

1

provided it is chosen T' < 57—,

and so ¥| 5 is a contraction with respect to the weaker norm on L> ([0, T'; L*(R™)).

Now, choosing T' = min{ Q(2Fy+1), ﬁ} and defining iteratively u;, = U[ug_1], by the contraction mapping

principle we have that u; converges to a unique fixed point u of the map ¥, which is the unique, weak solution.

Since this convergence is with respect to the weaker norm of L°°([0,T]; L?>(R")), a priori we have no
extra regularity on the solution u. However, by the Banach-Alaoglu theorem, since {uj} is bounded in
L*>([0,T]; E*(R™)), and the weak-x topology is metrizable here (as the dual of a separable space), a weak-x
convergent subsequence may be extracted. Then by weak-x lower-semicontinuity of the norm, we see in fact

that v € L>([0,T]; E°(R™)) as desired. O

Examining the above proof, we arrive at the following necessary condition for solution blow-up

Corollary 2.3 (H®-criterion for blow-up). If the Cauchy problem (62) exhibits blow up at a finite time
T* > 0, then

limsup [[u(t)|| g7 (rn) = . (70)
t—=T*

Proof. Suppose, on the contrary, that ||u(t)|| zs®n) stays bounded as t — 7. Then we may find ¢ so that

sup  [lu(t)|| s @ny < C1 < 00.
T*—e<t<T*

Then, reposing the Cauchy problem (62) with ug = w(T* —¢€),u; = u:(T* — €), we have a solution, to which

we reallocate the label u, which blows up at time ¢ and satisfies

sup |lu(t)|| s @mny < C1 < 00.
0<t<e

15



Now, a Ky may be chosen so that
|f(t,2) — f(t,2)] < Kolz — 2| whenever (¢,2) € [0,2¢] x [-(2Cy + Ep + 1), (2Cy + Ep + 1)].
Then defining T = min{Q(Ey + C1 + 1), ﬁ, 5} and

B = {v e L™([kT, (k + 1)T]; LQ(R")): sup lv(t) = w(kT)|| s @ny < Eo + C1 + 1},
ET<t<(k+1)T

and letting w = U [v] be the unique solution to
Ow = f(t,v),
w(0) = uw(kT); Ow(0) = Opu(kT),
we have

@[] = w(kT)|| oo jo,13; 8 7)) < Nl — w(ET)|| Loo o, 770 (my) + ILCF(E )] Loo (0,108 (R7))
< Eo+ Cr+ T f(t,v)l[ oo (o, 7502 mn)) < Eo 4+ C1+ 1,

and
[ [v] = W[O]|| o (jo,73;22 ®ny) < TNf(Ev) = F(E D)L (jo,77;:L2®))>

thus \If‘ B Bj, — By, is a well defined contraction map for any k, allowing us to continue the solution past

time €, and contracting the assumption of blow-up. O

For the case of n = 3, we are able to improve on this criterion.

Theorem 2.4 (L*-criterion for blow-up). Ifn = 3 and the Cauchy problem (62) exhibits blow-up at a finite
time T* > 0, then

lim sup [Ju(t)|| o rs) = oo.
t—T*
Proof. The proof is to note that we can establish existence via a contraction in the L*°-topology. Indeed,

letting

B ={veL>*(0,T] x RB): sup |[v(t) — uol| poe(rsy = 00},
0<t<T

then for T sufficiently small, by the representation formula (16),

(/ lyl = f(t = [yl vy, t — Iyl))dy>
By (x)

< 2[Juol| poe (r3) + </ |y|_1dy> I|.f(t,v) [ Loo (jo, 77 xR3)
BT(:E)

[ [v] — uol| Lo (0, 11xr2) < [|[w(t) — wol|Los(j0,77xr3) +

Lo ([0,T]xR3)

< 2||“0||L°°(]R3) + 7T2T2CO < 2||u0||Loo(]R3) + 1,
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and moreover
1W[v] = W[o]]| o (0,77 xR3) < (/B ( )Iy‘ldy> [[£(t,0) = f (£, 0)]| Lo jo,11xR3)
T(T

N 1 .
< T2 Ko ||v — 0| oo (0,71 xR?) < §|lv — 0| oo ([0,7] xR3)>

so¥: B — Bin an L*>-contraction. Since a uniform L° bound lets us choose Cy, Ky and hence T, uniformly

as in the proof of Corollary 2.3, the criterion follows similarly. O

2.2 Energy criticality

We shall consider from now only equations which govern autonomous systems, where the nonlinearity is
independent of time, f(¢t,u) = f(u). An important feature of these semi-linear problems is a conserved

energy functional, analagous to the linear case. For F'(u f f(v)dv, we define an energy density by

(lue ()] + [Vu(®)?) = F(u). (71)

N =

e(u(t)) =

Multiplying the equation (62) by u; gives

0= (Cu— f(u))us
d

— o (; (lut(t)P + |Vu(t)|2) — F(u)) — diV(utVu),

(72)

and so writing
E(u(t)) = / e(u(t))dx
R3
E(u;Q(t)) :/ e(u(t))dz
Q(t)
for the energy, we have firstly that 4 E(u(t)) = 0 for initial data (ug,us) € H'(R"™) x L3(R™).

Secondly, integrating (72) over the section of light-cone C%(zq,to) gives
d .
o[ ( “M”)CWWNM)Mﬁ
Ct(x(] to dt

T
dxdt Ydw(x, T) / / u Vu- —do,(x)dr
Tt (/ /D(l0 to)(T) ) ) V2 St (worto) elelr) D ' |z| (®)

(z0.t0) (T

= E(u; D(ag,t0)(t)) = E(u; D(z,16)(5) / ( () — uy (Vu- )) dw
Mt(xg to “7}|
Now, if we define v(y) = u(xo + y,to — |y|), then the flux integrand becomes

(e Y=ot

and so we may state the energy-flux identity as follows.

— F(u) = %|Vu|2 — F(v),

17



Lemma 2.5 (Energy-flux identity). For any s < t, it holds that

B Do (0) + |

1
b (2|Vv|2 — F(v)> dy = E(u; D5 4,)(5))- (75)

We will now introduce the notion of energy criticality via a toy problem; an elliptic PDE
—Au = f(u), (76)
where the nonlinearity f € C¥(R — R) is some function obeying the growth condition

[f ()] < Clul?,

| | 1)
IfD ()| < Clul?Y) for all j € {1,..., k},

for some values ¢(j). That is, f and its derivatives have at most polynomial growth. Let us consider this
PDE with domain the torus 7" = R™/Z"™ (the advantage of a closed manifold being that we may avoid
having to introduce a function to cut-off at the boundary) and let us suppose that we are given an a-priori

H'-bound on the solution.
Multiplying through (76) by u gives

—Au - udr = (u) - udz,
T’!L T’!L

and from an integration by parts it follows

/ |Vu|2dx§0/ |u|PTd,

which we note, when p < 2* — 1 is stronger than the Sobolev embedding. Moreover, multiplying by u®,

where v > 1, and integrating by parts gives

« atl o

Now, the Sobolev embedding W2 <+ L2 and the Poincaré inequality give ||u| 2+ (rny < C(T)VullL2(7n),
which applied to (78) imply

Thus choosing
p<2t—1, (80)

and (79) reads [[ullprozey < C(q)Jullpagre) for

n 1+« n 2 2%
A= = >1 1
(n—?) <p+a>><n—2> <p+1> prizlte®>1,

Thus the a-priori bound u € H' implies u € L9 for all ¢, and hence f)(u) € L9 for all ¢, all j € {0,1,...,k}.

and all g > 2*.
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Now, since —Av = f for a function f € H® implies v € H**2, so it follows that f(u) € L? implies u € H?,
so u € W% by Sobolev embedding. Differentiating (76) then gives

A(Vu) = f'(u)Vu,

and by Holder

*

/ (F' () V) 2da < c( f’(u)?f*zdx>2* (/ |Vu|2*dac>2* <c,
n Tn n

so Vu € W2 implies u € W32, so u € W??™ by Sobolev embedding, and differentiating again and applying
Holder and so on will give w € H?® for all s < k + 2. We thus see that an a priori H'-bound induces bounds

on higher norms.

Heuristically then, we may hope for the Cauchy problem (62), where the nonlinearity satisfies the growth
condition (77), that control of the H!'-norm uniformly in time will imply control of the higher H*-norms, in
particular ensuring global existence for solutions by Corollary 2.3. For certain Cauchy problems, specifically

those for which F(u) := [* f(v)dv < 0 such an a-priori H!'-bound is given by energy conservation.

In particular, one such toy equation we shall consider is the defocussing wave equation.

Ou = —|ulP~'u,
(81)
u(0) = up; Opu(0) = uy,
for which the energy functional is given by
B(®) = [ (Ghal+ 5Vul + —lap ) do (2)
L\20 T p+1 '

We will discuss some results for this equation in the case of n = 3. We will be concerned with the question

of global existence given smooth, compactly supported initial data.

Theorem 2.6 (Global existence in the subcritical case, and for small energy in the critical case.). Given
initial data ug,u; € C°(R3) solutions to the defocussing wave equation (81) in n = 3 dimensions exist for

all time when 1 < p < 5. When p=35, solutions will exist for all time so long as the initial energy satisfies
1 1 1
EO :/ <2|U12+2|VU0|2+|Uo|6) dl’§€0,
R3 6
for some g9 > 0.
Proof. We note firstly that, since the initial data is compactly supported, we may assume without loss of

generailty, having relabelled the origin as necessary, that a solution u up to time T takes its supremum along

the line = 0. From the representation formula (16), it follows by Holder’s inequality that solutions satisfy

0.0)] < u(0,0)) + | PO 4,

By |y
v]?

< Ju(0, )] + T
B |y|
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where v(y) = u(y,t — |y|).

Starting with the critical case p = 5, Hardy’s inequality, Lemma A.2, gives
3 1

(0, )] < |u0,8)] + C </B Vol2dz + (/B |vﬁdx>§) (/B |v|8dy> :

) N (84)
< lu(0,0)] + CE} (/;|v|dy) ol e 5 .7

< [u(0,8)] + CEollul| o= s x[0.1))

and thus there is €9 > 0 such that [|u(t)||z~(®s) is uniformly bounded provided Ey < & and we deduce

global existence by the blow-up criterion, Theorem 2.4.

For the critical case 1 < p < 5, we note from the proof of Hardy’s inequality (139) that we have

Wy, < o Vol2dy + 24
W y < |Vl y+t3 lvl“dy | .
B, Y B, By

Now, Poincaré’s inequality says

/ lv — v2dy < Ct? |Vo|2dy,
By

and so

5 [ Wy =c [ voPay ol
By By

where the average v may be estimated as
. C
ol=5 [ vy
t° Jp,
C

=3 i u(y)dw(y)

C
=3 (/ ut(y)dy+/ uO(y)dy>
ct B,
. }
? </ ut(y)2> +C||UOHLOO(]R3)
/]

C _1
WEOZ + Clluol| Lo (r3),

IN

IN

and so

2 1
/ PPy < o (/ Vol2dy + 3 B3 —|—tu0|Loo> . (85)
By By

yl> 7~
Thus applying the energy-flux identity, Lemma 75, the estimate (83) gives

2

mm¢»smw¢n+c@b+ﬁarmumumﬁ(/ wW%”@). (86)

t

20



Firstly note, when 1 < p < 4 we have by Holder’s inequality, the Sobolev embedding H' — L%, and by the
energy-flux identity,

P 2(p—1) 2(p—1)

4
3
By B: B

(87)
< CP=DE=D)||y|| 1pr (B, ) 4P~V
< Ct2(p71)(47p)E§(P—1)2’
80 |[ull o< (0,7]xr3) is bounded.
For the case 4 < p < 5 we then have
1
1 1 2
0,01 < 0.0 + (o + ¢4 B+ euallim) ([ 1ol°d) Bl o
B, (83)
< (0, 5)] + Cllull? e o )
where 0 < ¢ < 1, 50 [|ul| o< ([0,7)xRr3) i bounded.
Thus we have global existence for the subcritical problem. O

2.3 Global solutions for the energy-critical, defocussing equation in 3D

In this section we will present the argument of [15] in which global existence of radially symmetric solutions
is proved for the energy-critical, defocussing wave equation

Ou = —u?,

(89)
w(0) = ug; Opu(0) = uy,
in n = 3 space dimensions.

Theorem 2.7 (Struwe). Given initial data ug € C3(R®),u; € C?(R3) which is radially symmetric, i.e.
uo(x) = up(|z]), ur(x) = ui(|x|), the energy critical, defocussing wave equation (89) admits a unique, global

solution u € C?(R? x [0,00)) which is radially symmetric, i.e. u(z,t) = u(|z|,t).

The existence of a unique, local solution with the desired regularity is given by the earlier fixed point
arguments. To see that such a solution is radially symmetric, let A € O(3) be an orthogonal matrix. Since A
commutes with A and hence with [J, it follows that for any wg, w1, defining 4o (z) = uo(Ax), 1 (z) = ui(Ax)
and 4(z,t) = u(Az,t) we have (Oa)(z,t) = (Ou)(Az,t) and so 4 solves the Cauchy problem with initial
conditions g, #;. Thus by the uniqueness of solutions, radially symmetric initial data must give a radially

symmetric solution.

Next observe the following corollary of the short-time existence for small energy from Theorem 2.6. Since
the L°°-norm must become unbounded approaching a blow up by Lemma 2.4, it follows by the energy-flux

identity and Theorem 2.6 that Energy concentration is a necessary condition for solution blow-up.
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Corollary 2.8 (Energy concentration criterion). If u is a solution to (89) in n = 3 space dimensions, which

blows up at a time T*, then
E(u; D(a:mT*)(T* — 5)) >eg > O, (90)

for any & > 0.

Struwe’s argument supposes the existence of a blow-up time 7%, and hence a point (xg, T*) at which
(m)ligloj*) |u(z, t)| = oo,

where energy must necessarily concentrate. Firstly it is noted that for radially symmetric solutions, this

singularity must arise at zgp = 0. Indeed, supposing |zg| > 0, then by radial symmetry |u(x,t)] — oo

whenever (z,t) — (z;,T*) for any |z;| = |zo|. Since arbitrarily many distinct such points can be found, and

at least one quanta of energy ¢ concentrates at any such point, this implies an infinite amount of energy, a

contradiction.

Without loss of generality the point (zg,T*) is then taken to be the origin (0, 0), having reposed the Cauchy
problem to give a solution u: R* x [-T* 0) — R. A contradiction is reached by exploiting the scaling

invariance of the equation to analyse the singularity. The following a-priori estimate is key.

Lemma 2.9. For any solution u: R® x [-T,0) — R of (89), there holds

1
7/ lulSdxdt + E(u; D(—1)) < / wg (- Vu + u) dach/ (Jyl|[Vv? + Vv |v]) dy, (91)
3 co, D(—1) B

where v(y) = u(y, —|y|).

Proof. We refer for proof to the original paper [15]. The trick is to test the equation against

d 1
iR RZluR(x,t) =tuy+a-Vu+ W (92)
which is the generator of a family of solutions {ug(z,t) = R2u(Rz, Rt)}. O

The blow-up analysis involves rescaling the solution about the singularity, defining
1
U (2, 1) = Ripu(Rm @, Rint), (93)

where R,, = 2™ — 0. We note that the u,,: R? x [T1n,0) = R, where T, = —27™T™*, trace a family of
solutions to the Cauchy problem (89).

Moreover, we note crucially that the energy is an invariant with respect to this rescaling, in the sense that

E(um; D(s)) = E(u; D(R,9)). (94)
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Applying Lemma 2.9 to this sequence, we have

(I

1/ |t |®dadt + E(ty; D(—1)) §/ (ut) (xVuy,) dx
3Jeo, D(-1)

[ wnun)dot [ (Vo + [Fonllon]) dy
D(-1) By

(1) (I11)

where vy, (y) = wm (y, —|y|)-

Lemma 2.10. Terms (II) and (III) in the above expression (95) are o(1l). Where o(1) denotes a term

tending to zero as m — oo.

Proof. For term (III), we note by energy invariance (94), the energy-flux identity and Corollary (2.8) that

E(um; D(—1)) is decreasing and bounded below by €g. Thus E(u,,; D(—1)) = €1 > g9 > 0, and moreover

we see that F(uy,; D(—0)) — €1 — &g for any 6 > 0. So the energy-flux identity implies
1 1
/ ~|Vom|* + =|vm|®dy = o(1)
5, 2 6
and so (III) is o(1) by Holder.

For the term (II), we refer to Lemma 3.2 in [15].

Thus, rearranging (95) gives

2

/ izt + / (1= 1) (1o + 9 Cam)2) + Ll |22 () — V()
co D(—1) ||

-1

An immediate application of (96), if we define
D(—1) ={(z,-1) € D(-1): |z| <1 —¢},
is that for any € > 0,

/Ds(l) (;Kum)t’Q + %‘V(Um)lz + é‘(um)|6) dx = 0(1)

+ |um|6} dx

< (II) + (III) = o(1)

(97)

(98)

But it is necessary that energy concentrates at the singularity, so this suggests that energy concentrates

“along a ring”. The bulk of the proof is to show that this is an absurdity.

Lemma 2.11. There exists a sequence A C N such that

liminf{ sup |um|} > 0.
m—oo | -1
meA tm

Proof. We refer to the original paper [15] for the proof of this lemma, which is quite technical.
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To conclude the proof from here, choose (Zy,, Sm) € Cii satisfying |um (Tm, Sm)| = SUpgem [tm|, so by
Lemma 2.11

liminf = ¢y > 0.
m— o0
meA

Since for any sg € [-T%*,0), sup |u(z, s)| = C(sp) < 0o, it follows that

s<sp

sup |um(x, )| = C(so)Ré%n — 0,

SSSO/an

and so in particular R,,s;, — 0.

Note that for a given s € [T}y, s;»], by Hardy’s inequality and the energy-flux identity

1 uk > / (’U4 )
— o Ndw(x,T) = ) dy
V2 M?"(zm,sm)<|7 (@) By \ Yl
1\ 3 1 (100)

3 2
< / Iva|2dy+</ Ivmlﬁdy> (/ | |®
B By By

provided that E(u; D(,,, s..)(s)) < eo. Hence for sufficiently large m we have

0< i< (12 (“ﬁl)dw(z )| [t (s $00))|
-0 > - = T , T m\Lm, Sm
2 \/§ ME™ (T, Sm) 7-|

1 |um|5 1 |um\5
<l mssm)| + = [ ( ) e - | ( duo(z,7)
v \/5 M (T 5m) |T| \/5 M (T, Sm) |T|

N——
I

IN
W =

sl

5
= R u(@m, sm)| +/ (Uml ) dy (101)
Bty — s \Bs—sm lyl
d 5 s
<o(l) + 2 Ve, dy
ly|® "
BTm*Sm\Bsfsm y BTmfsm\Bs—sm
1 5
<o(l)+C —E)°.
|5 — sml?

But this becomes contradictory for large m and large |s — s,,|. Thus it follows that there exists ¢; such that
E(um;D(zm,sm)(S)) > €0, (102)

whenever |s — s,,| > ¢1.

Next, Struwe observes the following consequence of the identity (98).

k1> Haml,

Lemma 2.12. For any ¢ > 0, and any family {z% }1<p<x € R3 with |zF, | = |z,,| >0, |2f, — 2k,

for m sufficiently large there exists oy, € [tm, Sm — ] such that

Bt Uizt (D ) (0m) N Dot sy (0m) ) = 0(1). (103)

Proof. For a given K, since |s,,| > 1, and points x¥, are distributed uniformly around the ring |z| = |z,,|,

it follows that we may find € > 0 independent of m so that

(8) n D(wk

miSm )

(s) € D*(s), (104)

(@ ,5m)
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for j # k. But, by (98) we see

E(um; D%(s)) < E(ug(m); D*(=1)) = o(1), (105)
for a k(m) sufficiently large, which proves the claim. O
And so, for any K € N, selecting K points x%,, such that |27 | = |v;,| and |2, — 2F,| > ¢7|a,,| for all

1 <j# k < K. By radial symmetry, F(ty; D(x%ﬁm)(om)) > gp for all j and so

-

KEO S E(um;D(ﬂﬁ'?{ruSm)(om))

<
I
—

< B(um; Uiy D o (0m) + Y Ewmi Dy o (0m) N Digt s,y (0m)) (106)
i#k

< E(um; D(op,)) +0(1) < Ey +o(1),

giving a contradiction for sufficiently large K. This concludes Struwe’s proof of Theorem 2.7.

2.4 An example of blow-up in 3D

We have seen that the exponent p = 2* — 1 is critical in the defocussing case, where the energy functional
defines a norm. These heuristics are not sufficient for other wave equatons, however. F. John considered the

Cauchy problem (62) in n = 3 space dimensions with a nonlinear term
fu) = alul”, (107)

for some a > 0, and showed that for the case 1 < p < 1+ /2, solutions with smooth, compactly supported

initial data exhibit finite time blow up.

In this section, we review the first half of John’s paper [5] which gives the proof of the following lemma.

Lemma 2.13. Let u be a global solution to

u > oful?,
(108)
u(0) = ug; du(0) = uy,
where a > 0 and 1 < p < /2 and suppose that
u(x,t) >0 for (z,t) € T'(xo,to), (109)
where u denotes the solution to the corresponding linear problem. Then u has compact support with
supp(u) C CE° (o, to). (110)
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If we consider the Cauchy problem with initial data supported in a ball of radius R, it follows then from the
Huygen’s principle, Theorem 1.1, that u(x,t) = 0 for (z,t) € T'(0, R) for any global solution u, and so the

Lemma applies here.

John remarks on the following consequence of Lemma 2.13. If a global solution u to (108) exists for compactly

supported ug, u1, then necessarily it follows that

ug(x) > 0 for allz € R?; (111)

/ up(x)dz < 0. (112)
R3
Indeed, letting v be any solution of (v = 0 with initial data vg, vy such that v(x,t) > 0, then we have

0 S/ av|ulPdzdt §/ (vOu — uOv)dxdt
t>0 >0 (113)
= —/ (vour — viug)dz,
R3

which gives (111) by choosing vy = 1, v; = 0 and respectfully gives (112) choosing vo = 0 and letting v; > 0
be arbitrary, having noted by the representation formula (16) that non-negative initial velocity leads to a

non-negative solution.

In fact, by conservation of energy we can observe more. For the case where f(0) # 0, if a global solution u
to (108) exists for compactly supported ug, u1, then necessarily it follows by conservation of energy that the

initial energy is zero
1
E(u(0)) = /3 (2 (Ju1 > + [Vuo|?) — F(u0)> dx = 0.
R

Remark 2.14. Note that for ¢y > 0, the function u = a(t + to)r’;fl, where a = 0‘2((1;;11))2 defines a nontrivial,

global solution to (108). Thus the condition of compact support is necessary for the obstruction.

Remark 2.15. The exponent 1 + /2 is indeed critical here. In [5], John also shows that global solutions
of Ou = |ul?, for p > 1 + /2, exist for any initial data of compact support that are sufficiently small in a

suitable norm.

Proof. (of Lemma 2.13) We sketch the argument as it is in [5].
Let u be a global solution satisfying the conditions of the lemma, and recall formula (7) which says u =
u+ L(O(u)), where

1 t
Lw=— t—s w(z + (t — s)n, s)do(n)ds.
=) [ ot (¢ s o)

47 0

We note in particular that the Duhamel operator £ obeys positivity

w>0 = Lw>0. (114)
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Let xg be as in the statement of the lemma and recall our notation of averaging around the point xg
1
w0 = 3 [ wlan + e )do(6)
A7 Jigi

John observes the following calculation
— 1 t
(Lw)(r,t) = —— / Je=s) [ wtat = on+ v s)do)dsin(e
(4m)? Jig)=1 |n|:1

/ /H(t ’ /E *w (zo + A&, s)do(§)dAds (115)

r—(t—s)| J|&|= 12T
:P@(T,t),
where
v(r, t) // v(r, s)d\ds
Rf
and
Roy={(\s):t—r<s+A<t+r,s—A<t—r0<s<t} (116)

The change of variables in (115) may be visualised as the region foliated by space-time mantles which emanate
from points a spacial distance of r from xg, is parametrised as a surface of revolution, with cross-section

given by R, ;
We note that P also obeys positivity,

v>0 = Pvu>0. (117)
Now, by (114) and the conditions of the lemma we have
u=u+ L(Ou) > L{alu|?). (118)
at all points (z,t) € T'(zg, to). So, taking spherical averages gives by (117)
i > aP(jul) > aP(jal?), (119)

where we applied Jensen’s inequality giving |u|P > |a|P. i.e. we have shown

a(r,t) > a// (A, s)[PdAds. (120)

Assuming, for a contradiction, that there exists (21,t1) & Ci®(xo,to) such that u(x1,t) # 0. Defining then

to = t1 + |z1 — x|, we have that

(l‘o,tg) S P(.’Iio,to) and € M(xo,to). (121)

Since, L is given by an integral over the backward mantle, we deduce that

u=u-+ L(Ou) > al(|ulP) >0, (122)
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at the point (7o, ?2). Thus we can find a § > 0 so small that (), s) > e > 0for (A, s) € [0, ) x (ta— 5, t2+3).
It follows from (120) that

_ c

a(r,t) > e (123)
for some ¢ > 0 whenever

(r,t) e S:={(\s):ta+20 < s+ Nta <s—A<ty+}. (124)

John now employs a bootstrapping argument via the formula (120) to obtain successive lower bounds for
@(r,t). Tt is shown that for p in the critical range (1,1 + v/2), these lower bounds will blow up for an
appropriate value of (r,t). We sketch the argument here, and refer to [5] for the details.

Firstly is introduced the sets
Y={(rt):0<r<t-—ty— 20}, (125)
Sea={(A\8)it—r<A+s<t+mrta<s—A<ta+0d}. (126)

Then applying (120), (123) gives, for (r,t) €

a(r,t) >a// (A, s)|PdAds
.D
ac // AP dAds,

7

which is calculated as

a(r,t) > 6acP2P2(t 41 — t) P, (127)

Now, (t+ 7 —t2)!7P > (t +7)'7P and, when 0 < p — 1 < 1 we have

t+7r

p—1
(t+r)Pt = ( 5 ) 6P < (t41)6P 2,

which implies (t + r)!=? > §27P(¢t + r)~L. It then follows that
1) > colr + 1), (128)
where ¢, go > 0 do not depend on (r,t) and, in particular,

1 for 1<p<2,
1<q0= (129)
p—1 for 2<p<1++2.

For the bootstrap, assume now for some constants C > 0, ¢ > 1, a > 0, b > 0, and for 7 := t5 + 26, there
holds for (r,t) € 3 an inequality of the form

a(r,t) > C(t+r)" Ut —r—71)%t—7)"" (130)
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Then defining the new set
Tre={(\s):t—r<Ad+s<t+rr<s—A<t—r}, (131)
by calculation one obtains from (120), (128), for (r,t) € X,

a(r,t) >oz// (A, s)[PdAds

och
> — At Pt —p — 1)t —7)"dAd
. (t4+r) Pt —r—7)%(t—71)" s (132)

v

>ty t—r—1) (t—r)7",

where

* +2, b =pbt+q -1 - act i { L2 21—W} (133)
a = pa , =D q)—1, = ———mingy ——, .
4(pa +2) 2(pg — 1)

Applying (132) inductively and keeping track of these constants, John obtains

u(r,t) =

t—r
t+r)yt—r—r1

Vo exp[p"J (r, )], (134)

where J(r,t) = E+ p%l log(t —r —7) — qo log(t — r) for some constant E. Then, crucially, when p < 1+ /2,
i.e. when % > qo, we have that @(r,t) = oo whenever ¢t — r sufficiently large by passing to the limit as

k — oo. This is the desired contradiction. O

The above result proves that blow-up is necessary for some compactly supported initial data, but does not
give any insight into the blow up time. For the case of the equation Cu = w2, John proves the following

theorem.

Theorem 2.16. For given @, € CX(R3), let initial data be of the form ug = ep, u; = €. Letting
T* = T*(e) denote the blow-up time, there exist positive constants A, B,eo depending on ¢ and ¥ but not

on £ such that
Ae™2 < T* < Be % for |e| < <.

Remark 2.17. This result was furthered by Kato in [6] to arbitrary space dimension m, to equations of the

form

uge + Lu = f(t,x,u),

where L is an elliptic operator whose adjoint satisfies the condition L*(1) = 0 and where the nonlinearity

has growth
alslh, |s| <1
flta,s) >4 Y ’

alsf?, |s| > 1,

where 1 < p < py = 2=
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2.5 Further results

For the energy critical, defocussing equation,

Ou = —|ul* 2u

)

(135)

u(0) = ug; u(0) = uy,
Struwe’s result was generalised by Grillakis [3] to give global existence for general, non-radially symmetric
data when n = 3, and further by Grillakis [4] to give global existence for general data when n = 4,5 and for

radially symmetric data when n =6, 7.

Moreover, work of Shatah-Struwe [10], [11] and of Bahouri-Shatah [1] showed higher regularity (scattering) of

solutions. In particular, in n = 3 dimensions they proved u € L4([0,o0); L'?(IR?)) for finite energy solutions.

For the corresponding energy critical, focussing wave equation,

Ou = |u? ~2u,
(136)
u(0) = uo; Jpu(0) = ua,
where energy does not give a norm, Levine [9] showed that blow-up is exhibited in all cases where the initial

energy is negative. i.e.

1 o
Fo = E(uo,u1) = / 5 (w1 + [Vuol?) — -fuol?"dz < 0. (137)
RTL

In the defocussing case, a stationary solution exists given by

n—2

Wi t) = W(z) = (1 + mﬁz)) o (138)

with W € H L(R™). This stationary solution shows that finite energy solutions do not scatter in general.
Kenig & Merle [8] showed that, in the case of n = 3,4,5 dimensions, this stationary element represents a

critical element for both global existence and scattering in the following sense.

Theorem 2.18 (Kenig-Merle). If initial data (ug,u1) € H'xL?, 3 <n <5, and if 0 < E(ug,u;) < E(W,0),
then:

(i) if [gn |Vuol?de <[5, [VW|[*dz, then solutions u to (136) exist for all time, and ||UHL2L < 00,

+1
n—2 (Rn+1)

(i) if fgu |VuolPde > [5. [VW|3dz, then solutions u to (136) blow-up in finite time.

A Hardy’s inequality

Lemma A.1 (version 1). For all p € C2°(R?) there holds

@2
/ Tda §4/ |Vo|?da.
Rs 7] R3

30



Proof. If ¢ € C2°(R), then by parts

/O;wdr:/o:orwzi (‘TI) dr:Q/szdr+2/‘:der’

and applying Cauchy-Schwartz gives
(o) oo
/ Vidr < 4 / (") 2r2dr.
— 00 — o0
Thus, for ¢ € C°(R?)

/RS wE = /S/ (ry)drdo(y /S/ 2(ry)drdo(y)
<2/ [ m(@w(ry»zr"‘drda(y) — 4 [ ey

O

Lemma A.2 (version 2). There exists an absolute constant C, independent of R, such that for all ¢ €

C>(Br)
/ iz |2dx<C’</BR|V<p|2d:c+ </BR¢6d:c)é>.

Proof. Letting n =1 on Bry,, n = 0 near dBg with |Vp| < % we have by the previous lemma

2 2 2
/ Sk g/ L) dx—i—/ e
Br |7 Br 17| Br\Bry, |7|

S4/ [V (en)] dx—|—R2/ Yidx
Br

1 (139)
<C (/ |Vo|?dr + — 72 de)
Br
%
<C / |Vo|?dx + (/ <p6dz> ,
BR BR,
where Hélder’s inequality was applied in the last line. O
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